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Abstract 

Recent work suggests that cultural transmission can lead to the emergence of linguistic 

structure as speakers’ weak individual biases become amplified through iterated learning. 

However, to date no published study has demonstrated a similar emergence of linguistic 

structure in children. The lack of evidence from child learners constitutes a problematic 
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gap in the literature: if such learning biases impact the emergence of linguistic structure, 

they should also be found in children, who are the primary learners in real-life language 

transmission. However, children may differ from adults in their biases given age-related 

differences in general cognitive skills. Moreover, adults’ performance on iterated learning 

tasks may reflect existing (and explicit) linguistic biases, partially undermining the 

generality of the results. Examining children’s performance can also help evaluate 

contrasting predictions about their role in emerging languages: do children play a larger or 

smaller role than adults in the creation of structure? Here, we report a series of four iterated 

artificial language learning studies (based on Kirby, Cornish & Smith, 2008) with both 

children and adults, using a novel child-friendly paradigm. Our results show that linguistic 

structure does not emerge more readily in children compared to adults, and that adults are 

overall better in both language learning and in creating linguistic structure. When 

languages could become underspecified (by allowing homonyms), children and adults 

were similar in developing consistent mappings between meanings and signals in the form 

of structured ambiguities. However, when homonimity was not allowed, only adults 

created compositional structure. This study is a first step in using iterated language learning 

paradigms to explore child-adult differences. It provides the first demonstration that 

cultural transmission has a different effect on the languages produced by children and 

adults: While children were able to develop systematicity, their languages did not show 

compositionality. We focus on the relation between learning and structure creation as a 

possible explanation for our findings and discuss implications for children’s role in the 

emergence of linguistic structure.    
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Introduction 

How does linguistic structure emerge? Under the classic nativist approach, originally 

formulated in Chomsky (1965), linguistic structure is driven by a set of abstract and 

language-specific principles, which are both universal and innate, and impact how 

languages are shaped. An alternative explanation is offered by usage-based theories, 

suggesting that the kinds of structures we observe in human languages arise from general 

biases and constraints on individuals’ cognitive capacities, such as learning, memory and 

processing (Tomasello, 2009). Under this view, languages are shaped through the process 

of cultural transmission, where weak individual tendencies become amplified and fixated 

over time through a repeated cycle of use, observation, and induction (Kirby, Griffiths & 

Smith, 2014). This prediction is supported by findings from iterated learning paradigms, 

which show how the iterative nature of cultural transmission can lead to the creation of 

linguistic structure over multiple generations without the need to assume strong or 

language-specific innate biases (Culbertson, & Kirby, 2016; Kirby, Cornish & Smith, 

2008; Kirby, Smith & Brighton, 2004).  

Iterated learning studies simulate the process of cultural transmission by using a 

diffusion chain paradigm, in which agents (computational or human) are exposed to a target 

behavior that they need to reproduce. Crucially, the behavior produced by the first agent in 

the chain becomes the input behavior for the second agent, the behavior of the second agent 

becomes the input for the third agent, and so on for several “generations” of agents. 

Mathematical and computational models of iterated learning show that the structural 

properties of artificial languages can be shaped over time to better-fit agents' existing 

tendencies and predispositions (e.g., Griffiths & Kalish, 2007; Kirby, Dowman & Griffiths, 
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2007). For example, agents' weak bias against synonymy was amplified over repeated 

episodes of learning so that an initial lexicon with multiple labels for each item developed 

unique object labels (Reali & Griffiths, 2009).  

In a seminal study, Kirby, Cornish and Smith (2008) used such a paradigm with 

adult participants to show that linguistic structure can emerge over time in an artificial 

language. Participants were exposed to items that varied across three semantic dimensions 

(shape, color and motion type), and needed to learn and reproduce novel labels describing 

these items. The first participant was trained on an artificial language without structure 

(with random mappings between forms and meanings), and their written output was given 

as input to the next participant in the chain. The resulting languages were evaluated on their 

learnability (i.e. how faithfully they were transmitted) and on their structure (how 

systematic they were). Over ten generations of participants, the languages became easier 

to learn and developed consistent mappings between meanings and signals. In the first 

study, languages were transmitted without intervention (allowing homonyms). These 

languages developed systematicity in the form of structured ambiguities, with small and 

underspecified lexicons in which items sharing a semantic feature were referred to using 

the same label. For example, all spiraling items were referred to as “poi”, regardless of 

their shape or color. Although this study resulted in systematic languages, encoding 

multiple semantic dimensions using holistic labels meant that the artificial languages lost 

much of their informativity, and differed dramatically from natural languages in their 

expressivity. In the second study, homonyms were filtered out during transmission to 

impose an artificial expressivity pressure and prevent underspecification. The result was 

that languages developed compositional structure – one of the hallmarks of natural 
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languages: sub-strings were systematically reused to express different features. For 

example, color was marked with a prefix (e.g., “l-” for blue items vs. “n-” for grey items) 

and motion was marked with a suffix (e.g, “-plo” for bouncing items vs. “-pilu” for 

spiraling items). Similar increases in compositional structure and in learnability have since 

been replicated (Beckner, Pierrehumbert & Hay, 2017), and found for a range of linguistic 

and non-linguistic behaviors (e.g., drawings, whistles, gestures, visual patterns, for review 

see Tamariz & Kirby, 2016).  

The accumulated findings support the prediction that linguistic structure can 

emerge through cultural transmission. However, they are limited in one interesting way: 

they are based only on adult learners. To date, only one study has used iterated learning to 

compare children and adults on a non-linguistic task (Kempe, Gauvrit & Forsyth, 2015; 

discussed below), and no published study has examined the emergence of linguistic 

structure over generations of child learners. The lack of evidence from child learners is 

problematic for several reasons. First, it limits the conclusions that can be drawn about the 

role of cultural transmission in the emergence of linguistic structure. The process of 

transmission is complex, and involves several different components (learning, production, 

and finally transmission to another agent), all of which may impact the resulting behavior. 

Learning biases in particular have been argued to shape the emergence of structure in the 

cultural transmission of language (e.g., Kirby, Smith & Brighton, 2004; Smith, 2011). If 

the emergence of compositional structure over generations is influenced by learners’ 

biases, then similar effects should also be found in children, who are the primary and most 

prototypical learners of language in real-world transmission. Children’s performance is a 

test case for the hypothesis that typical cross-generational learning can drive the emergence 
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of linguistic structure. Second, adult participants may rely on their extensive and explicit 

linguistic knowledge when learning an unfamiliar language: adults may have a stronger 

prior bias in favor of linguistic structure, which can (consciously or not) influence their 

performance, causing structure to emerge more readily or more rapidly (Cornish, Tamariz 

& Kirby, 2009). This criticism is consistent with the wide-spread effects of transfer from 

individuals’ first language (L1) when learning a second language (e.g., White, 2000), as 

well as with the effect of L1 knowledge on artificial language learning – for instance, L1 

phonotactics impact the segmentation of artificial languages (Finn & Hudson Kam, 2008; 

Siegelman, Bogaerts, Elazar, Arciuli & Frost, 2018). While strong biases are not necessary 

for structure to emerge (e.g., Kirby, 2001; Kirby, Smith & Brighton, 2004: Kirby, Dowman 

& Griffiths, 2007; Smith, 2009), agents’ existing biases could still influence the nature and 

rapidness of this process. This idea receives some support from computational models: 

under certain circumstances, changes in bias strength can impact the speed with which 

transmission fidelity increases (e.g., Ferdinand & Zuidema, 2008b), and even the resulting 

structural patterns (e.g., Smith, 2011; Morgan & Levy, 2016; Brochhagen, Franke, & van 

Rooij, 2016). If adults’ experience with their L1 results in a stronger bias for structure, their 

performance on iterated learning studies might reflect a cognitive bias that is partially the 

result of the evolution of language over time, rather than a bias responsible for it. This 

criticism can be partially overcome by looking at children, who have less explicit meta-

linguistic knowledge and are more likely to learn implicitly (Arnon & Ramscar, 2012; 

Ullman, 2001; Ravid & Malenky, 2001; Karmiloff-Smith, Grant, Sims, Jones & Cuckle, 

1996). Finally, examining children’s performance in iterated learning is important given 
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the long-lasting debate about their postulated role in the formation and extension of 

linguistic structure.  

Children’s role in the formation of grammatical structure has been heavily debated 

in the language emergence literature. On the one hand, children are claimed to play a 

special role in the formation of linguistic structure in creole languages. Bickerton’s 

influential Language Bioprogram hypothesis (1984) argues that children, and not adults, 

are responsible for the formation of grammar in the process of creolization, and that they 

regularize the language and add structure to it through their reliance on innate linguistic 

biases. Similar claims have been made in the sign language literature, where children are 

shown to introduce novel linguistic structures. Studies of deaf children born to hearing 

parents show that children introduced regularities, like word order, which were not found 

in their input (e.g., Goldin-Meadow & Mylander, 1998). Research on emerging sign 

languages further suggests that children have a unique role in making new languages more 

structured: younger learners (exposed to the developing Nicaraguan Sign Language before 

the age of ten) produce more structured languages compared to adult learners within the 

same cohort (Senghas & Coppola, 2001). More generally, children are claimed to add 

grammatical features (such as linear sequencing) to the language when learning it from a 

previous cohort (Senghas, Kita & Özyürek, 2004). Additionally, younger children have a 

stronger tendency to segment and linearize their gestures compared to adolescents and 

adults (Clay, Pople, Hood & Kita, 2014). Based on these studies, which argue that children 

create core properties of language, we may predict that children will show similar or even 

stronger biases for creating structure in linguistic iterated learning. This prediction is 

supported by the single iterated study that compared children to adults on the same non-



 8 

linguistic task. Using a visual recall task, Kempe et al. (2015) found that children created 

more identifiable and less complex visual patterns in comparison to adults, and concluded 

that structure emerged more readily in child chains. It is also supported by findings showing 

that children are more likely to regularize compared to adult learners (Hudson Kam & 

Newport, 2005; 2009; Samara, Smith, Brown & Wonnacott, 2017) 

On the other hand, there are reasons to think that structure will emerge less readily 

in child learners. Children’s postulated role in the process of creolization has been 

challenged by studies showing that it is a slow and multi-generational process (Arends, 

1993; Carden & Stewart, 1988), and that complex grammatical structures emerged long 

before children were acquiring it as their first language (Sankoff & Laberge, 1974; Arends 

& Bruyn, 1995). These findings suggest that the main innovators in the process of 

creolization were adult speakers, and argue that children’s contribution to the process is, if 

any, in the selection and systemization of variation over time. Adults’ larger role in this 

process is also supported by findings showing that agents of language change have some 

social influence in society, which young children typically lack (Nettle, 1999; Kerswill & 

Williams, 2000; Roberts & Winters, 2012; Labov, 2007). Given these critiques, and the 

possible effect of existing L1 knowledge on the bias for structure, we may predict that 

adults will show a stronger bias for creating structure compared to children. This prediction 

is supported by several other findings. First, children are generally worse than adults on 

artificial language learning tasks (Ferman & Karni, 2010; Perry, Axelsson & Horst, 2015), 

a factor which may impact their ability to create additional structure: children’s greater 

difficulty in learning the input patterns may hinder their ability to add structure to it (we 

return to this prediction in the discussion). Second, children seem to be more conservative 
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in learning new structures, and generalize less compared to adults under certain conditions 

(Boyd & Goldberg, 2012; Wonnacott, Brown & Nation, 2017).  

 

The current study 

Importantly, there is currently no experimental data to evaluate these contrasting 

predictions since no published work has compared the performance of child and adult 

learners on linguistic iterated learning. To investigate these predictions, we conducted the 

first large-scale study of iterated language learning that compares children and adults on 

the same task. We used a novel, child-friendly paradigm that closely resembles previous 

work with adults. Importantly, we use the same task with both age groups to enable direct 

comparison between them. We examine changes in the structure and learnability of the 

languages produced by children and adults over multiple generations with two questions 

in minds: (1) Will children, like adults, create more learnable and more structured 

languages over time? And (2) Will learnability and structure increase in child chains in the 

same way/rate as in adult chains? Given that skills like statistical learning, explicit learning, 

attention and working memory all improve with age (Arciuli & Simpson, 2011; Anderson, 

2002; Gathercole, Pickering, Ambridge & Wearing, 2004), we predict some degree of 

difference in the overall performance between children and adults. However, we ask 

whether cultural transmission affected both age groups in a similar way, resulting in similar 

trends and rate of change. We evaluated child and adult performance in an iterated learning 

paradigm using two artificial languages with different meaning spaces. The first study used 

a language with three dimensions of meaning, modeled on Kirby et al. (2008). In the second 

study, we used an identical procedure but reduced the number of semantic dimensions from 
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three to two to improve participants’ learning of the language. For each language, we 

assessed performance in two filtering methods modeled on Kirby et al. (2008), which allow 

us to examine cultural transmission effects with and without underspecification. In 

Experiments 1a and 2a there were no limitations on the number of repeated words that 

could be transmitted to the next generation, allowing languages to deteriorate over time 

due to creation of homonyms. In Experiments 1b and 2b we imposed an artificial 

expressivity filter to prevent the transmission of homonyms across generations, a design 

which led to the emergence of compositional structure in Kirby et al. (2008). Our filtering 

procedure differed slightly from that of the original study because of our smaller lexicon 

(see details in the procedure section). 

 We focused on children between the ages of seven and twelve years (mean age 8;2). 

This age range was chosen for both methodological and theoretical reasons. As in Kirby et 

al. (2008), participants were exposed to written stimuli. Because responses were generated 

using a written syllable bank, we could only test literate children who were able to 

recognize the written syllables. We also worried that younger children will not be able to 

complete the task given their known difficulties with artificial language learning. Since our 

main goal was to compare the emergence of structure in children and adults using the 

existing iterated learning paradigm, we did not modify the paradigm further but chose an 

age range which could complete it. Importantly, using this age range was also motivated 

by theoretical considerations: children of these ages were shown to introduce linguistic 

complexity in studies of developing sign languages (e.g., Senghas & Coppola, 2001), and 

are perceived as ‘young’ in previous work looking at children’s role in language learning, 

emergence and change.  
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General Method 

All experiments use a diffusion chain paradigm, the most common method in iterated 

learning studies. In this paradigm, the first generation of learners is exposed to a randomly 

generated language without structure. All subsequent learners are trained on the output 

produced by the previous learner in the chain. Across all experiments, diffusion chains 

consisted of ten generations of single participants. Similar to Kirby et al (2008), our task 

was computerized and participants were tested on both seen and unseen items, simulating 

a learning bottleneck where learners need to reproduce the entire language after learning 

only a part of it. The task was modified to make it more child-friendly in the following 

ways: (1) items were changed from geometric shapes to cartoon figures of aliens; (2) a 

human experimenter sat next to the participants during learning; (3) the number of items 

was reduced by half; and (4) we used a syllable bank instead of free typing to reduce the 

memory load (see Method section for full details).  

Across all experiments, we compare the performance of children and adults by looking at 

the same two parameters used by Kirby et al. (2008)1: 

(1) Language learnability: measured by the differences between the labels participants 

learned and the labels they produced (mean transmission error), calculated using 

normalized Levenshtein string distances. The normalized Levenshtein distance between 

two strings is calculated by counting the minimal number of insertions, substitutions, 

and deletions of a single character that is required in order to turn one string into the 

                                                           
1 We thank Kenny Smith and Simon Kirby, who kindly provided us with their code for these analyses. We 

used the exact same algorithms to compute structure and learnability scores as used in the original paper 

(Kirby et al., 2008). 
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other, and then dividing that number by the number of characters in the longer string. 

The transmission error between generations reflects participants’ accuracy in 

reproducing the language, with easier languages eliciting fewer mistakes. Thus, there is 

an inverse relationship between errors and learnability, with a decrease in transmission 

error over generations indicating an increase in language learnability over time. 

(2) Linguistic structure: measured as the consistency in the mapping between meanings 

and signals in participants' languages, indicating whether similar meanings are being 

systematically expressed using similar strings. For each generation, a Monte Carlo 

sample analysis is computed, and the correlation between meanings’ distances and 

strings’ distances in a language is compared to the correlations between labels and 

meanings in 1,000 random permutations of the language. The idea behind this test 

(Mantel, 1967) is to examine how a naïve agent, who has no access to the meanings, 

would assign labels at random2. The result of this analysis is a z-score indicating the 

statistical significance of the correlation for each language. Following Kirby et al., 

(2008; 2015), high z-scores indicate that the language has consistent and nonrandom 

signal-to-meaning mapping to a degree unlikely to arise by chance (specifically, p<.05 

when the structure score is greater than 1.96). Importantly, this cutoff was only used for 

demonstrating the existence of structured languages and for descriptive and 

visualization purposes, but was never used for making any statistical claims about 

structure: an increase in linguistic structure over time was demonstrated by a significant 

and continuous increase in z-scores over generations. It is important to note that the 

structure measure used here and in Kirby et al. (2008) only indicates whether a language 

                                                           
2 See Kirby et al. (2008) for a detailed description of this measure.  
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is significantly structured or not, but cannot differentiate between different types of 

linguistic structures (e.g., systematicity in the form of structured ambiguities vs. 

compositional structure). Once a language has been identified as containing significant 

structure (with a z-score higher than 1.96), we can examine it and see what type of 

structure it contains. In all experiments, significantly structured languages could be the 

result of compositionality and/or the result of structured homonymity. Following the 

existing literature, the evidence for compositionality and systematicity in significantly 

structured languages is drawn from particular examples. Given that our meaning space 

was smaller than in previous studies, the maximal structure score that could be obtained 

in our experiments was lower than that of Kirby et al. (2008). Our maximal z-score was 

7.1 in Experiment 1 and 7.3 in Experiment 2.      

Following two recent papers (Beckner, Pierrehumbert & Hay, 2017; Winter & Wieling, 

2016), we analyzed performance using mixed effects regression models instead of t-tests 

that only compare the first and last generation (as in Kirby et al. 2008). Using regression 

models has several advantages: we can detect changes in linguistic parameters across the 

course of all ten generations, rather than just the first and the last; we can examine 

interactions between age group and time, check for nonlinear trends in our data, and better 

control for differences between chains. These advantages are illustrated in a recent study 

that used mixed effects models to analyze new data and reanalyze Kirby et al.’s original 

data (Beckner et al., 2017). The full results of all models are reported in Appendix A, and 

the code to generate them can be found on https://osf.io/6bx4q/. We also provide the 

analyses using t-tests between the first and the last generation in Appendix B. 

https://osf.io/6bx4q/
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All regression models were generated by the lme4 and pbkrtest packages in R 

(Bates, Maechler, Bolker & Walker, 2015; Halekoh & Højsgaard, 2014; R Core Team, 

2016). The p-values reported in these models were obtained using the Kenward-Roger 

Approximation, which gives more conservative p-values for models based a relatively 

small number of observations. All the models that examine changes in learnability and 

linguistic structure included fixed effects for GENERATION NUMBER (centered3), AGE GROUP 

(children vs. adults, dummy coded with adults as the reference level) and the interaction 

between GENERATION NUMBER and AGE GROUP. Following Beckner et al. (2017), who 

found a nonlinear increase in linguistic structure over time, models for structure included 

both linear and quadratic terms for the effect of GENERATION NUMBER4. These models had 

the maximal random effects structure justified by the data, including random intercepts for 

different chains and random by-chain slopes for the effect of GENERATION NUMBER. 

Experiment 1 

This experiment used a language with three dimensions of meaning, similar to Kirby et al. 

(2008). In the first experiment (Experiment 1a) languages were transmitted over 

generations without interventions. In the original study, this lack of filtering resulted in 

adults’ languages becoming significantly more structured and easier to learn over time, 

while showing a rapid decrease in the number of unique words in the language. In the 

second experiment, (Experiment 1b), homonyms were filtered out of the language before 

transmission to the next participant. Under this filtering method in Kirby et al. (2008), 

compositional, morphology-like structure emerged in adults - a crucial finding for the 

                                                           
3 We centered generation number because it is the most common practice for continuous variables, and is 

especially important for models with interactions, like the ones we have.  
4 We used the poly() function in R to avoid collinearities between the linear and quadratic terms. 
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iterated learning paradigm. We tested both filtering methods (i.e., with and without 

filtering) with children and adults using a similar method and procedure. 

Participants 

Ninety children (age range: 6.5-12y, mean age: 8:8y, 41 boys and 49 girls) and 40 adults 

(age range: 21-68y, mean age 33y, 10 men and 30 women) took part in Experiment 1a, 

comprising a total of four distinct adult chains and nine distinct child chains. Fifty children 

(age range: 7-10y, mean age: 8:7y, 27 boys and 23 girls) and 50 adults (age range: 18-66y, 

mean age 34y, 21 men and 29 women) took part in Experiment 1b, comprising a total of 

five distinct adult chains and five distinct child chains. All child participants were visitors 

at the Living Lab in the Bloomfield Science Museum in Jerusalem and were recruited for 

this study as part of their visit in the Israeli Living Lab in exchange for a small reward. In 

Experiment 1a, half of the adult participants were undergraduate students at the Hebrew 

University, (recruited for this study for credit or a small payment), and half were visitors 

of the Living Lab in the Bloomfield Science Museum in Jerusalem. To ensure that testing 

site didn’t affect performance in Experiment 1a, we compared the results of the adult chains 

collected in the university to those collected in the science museum. The results of these 

analyses are reported in full in Appendix D5. In Experiment 1b, all adult participants were 

visitors at the Living Lab. All child and adult participants were literate and native speakers 

of Hebrew (to a degree that enabled proficient use of the syllable bank). 

                                                           
5Because there were only two chains in each testing site, the power of this analysis is low and should be 

interpreted with caution. While accuracy was higher at the university, there were no differences between the 

two populations in terms of creating structure, and testing site did not affect the slope of increase for 

learnability or structure over generations.  
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Materials 

We used three different types of alien figures, appearing in different colors, either alone or 

in a group. Thus, items varied along three semantic dimensions: alien type (A, B or C), 

color (blue or red) and plurality (single or plural). Stimuli included all possible 

combinations of these three semantic dimensions, resulting in 12 items in total (for a full 

list of the stimuli used in this experiment, see Appendix C). Figure 1 shows the meaning 

space structure used in this experiment, with an example on either side: 

 

 

Figure 1: The three semantic dimensions of items used in the task (color, alien type and 

plurality), along with an example of two items varying along these dimensions: a single 

red alien of type C appears on the left, and a group of blue aliens of type A appears on the 

right. 

 

 

At the beginning of each diffusion chain, 12 words were randomly selected from a set of 

16 novel words that were created beforehand. These 12 words were then randomly assigned 

as labels to 12 different items, creating the initial language the first participant was trained 

on. The set of initial words did not contain or resemble any existing words in Hebrew (as 

judged by a separate sample of native speakers). All the initial words (as well as all words 

in later languages) were made up of 8 syllables, chosen based on Hebrew phonology: "šu", 

"gu", "di", "ki", "so", "mo", "bal" and "taz". We included CVC syllables with open vowels, 
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which are common used in Hebrew. Initial words (and all words in later generations) were 

2-3 syllables long, and could include repetition of the same syllable. For example, 

“momotaz”, “kiso”, “šuguki” and “didi” were possible labels for the initial language.  

Procedure 

Participants were told they are about to learn an alien language that describes different 

types of aliens, and that they should try to learn it as best they can. The experiment had 

three stages: initial exposure, practice and test. Participants were always exposed to a 

random subset of the target language (SEEN items) during initial exposure and practice. 

Specifically, participants were trained on eight or nine out of 12 words in the language, but 

were tested on all 12 items, including UNSEEN items. Note that while adult participants 

in Kirby et al. (2008) were trained for over 45 minutes, such long sessions are impractical 

with children. In our study, participants saw each SEEN item twice (instead of six times in 

Kirby et al. 2008): once during the initial exposure (including active verbal reproduction) 

and once during practice (including active written reconstruction). 

In the initial exposure phase, participants saw SEEN items (in a randomized order) 

displayed on the screen together with their label. The experimenter read the label out loud 

several times and encouraged participants to remember the pairing. Both children and 

adults were required to reproduce the label aloud before moving on to the next item. During 

the following practice phase, participants were exposed again to all SEEN items and their 

labels one by one in a random order. They then had to reconstruct their labels by clicking 

on syllables from a pre-given syllable bank. The syllable bank appeared at the bottom of 

the screen, and always contained the same 8 syllables (see Materials) in the same order. 

Participants needed to successfully reconstruct the label by choosing the right syllables in 
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the correct order to correspond with the word that appeared on the screen, and only then 

they could continue to the next item. Finally, participants completed a test phase: they were 

presented with a series of items without labels and asked to provide the correct labels 

according to what they've learned so far, using the same syllable bank. Importantly, the test 

phase contained all twelve items: the nine SEEN items, as well as the three UNSEEN items.  

Transmission was implemented differently depending on the filtering method. In 

Experiment 1a, languages were transmitted to the next participant without intervention. We 

took the 12 labels produced by the participant in generation n during the test phase, and 

randomly selected nine of them (SEEN items) to be the input language for the next 

participant in generation n+1. In Experiment 1b, homonyms were filtered out of the 

language before transmission to the next generation, so that the input language for 

participant n+1 did not contain the same label twice. Our filter was slightly different from 

that used in Kirby et al. (2008): in the original study there was no limitation on the number 

of words that can be filtered out from the language, allowing participants to be exposed to 

relatively small SEEN sets (as little as a third of the language). This method was 

problematic to use with our smaller meaning space: it could have resulted in participants 

learning languages with only four or five words. To address this, we set a lower bound on 

our SEEN set, so it would contain at least eight unique words. As in Experiment 1a, we 

first randomly selected nine out of the 12 labels produced by participant n during the test 

phase. If this set included two or more items with the same label we randomly removed 

one of those items. If there were still two or more items with the same label in the set, we 

randomly chose one of those items and replaced it with one of the remaining unselected 

unique items in the language. If there were no items with unique labels left in participant 
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n’s productions, we replaced the problematic label with the label produced for the same 

item in the previous generation n-1. While this method of replacement from generation n-

1 could have hindered the accurate transmission over two consecutive generations, it 

ensured that participants were always exposed to a minimal set of eight items with unique 

labels while still preserving the general order of generational transmission (generation n+1 

can be exposed to relics of generation n-1). Importantly, this replacement was relatively 

rare and was only implemented in 5% of cases (for both children and adults).  

 

Experiment 1: Results 

We present the results of Experiment 1a and 1b together. Figure 2 shows the changes in 

learnability and structure in child and adult chains for both filtering methods (i.e., with or 

without filtering)6. Below we report the results for learnability and linguistic structure in 

detail. A summary of the effects can be found in Table 1. The full models can be found in 

Appendix A.  

                                                           
6 We analyze the results of the two filtering methods separately and not in a conjoined model for several 

reasons. First, this is the type of analyses used in the original paper we are trying to replicate: Kirby et al. 

(2008) performed separate analyses for the two filtering methods and treated them as separate experiments. 

We therefore adopt the same conceptualization and use separated analyses. More importantly, the two 

filtering methods are associated with different structural affordances and communicative pressures, which 

also lead to a different ranges of possible structure values. Conducting a direct comparison between them is 

not straightforward given that the no-homonym experiment simply does not allow for structured ambiguities, 

restricting participants’ strategies and creating a different landscape for the emergence of structure. Because 

our main goal is to compare child and adult performance given the same input and filtering method, all our 

models analyze child and adult data together.    
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Figure 2: Changes in learnability and linguistic structure over the course of ten 

generations in Experiment 1. Thin lines represent the raw data from child chains (in blue) 

and adult chains (in red). Thick lines represent the reported models’ estimates by age 

group, and their shadings represent the reported models’ standard errors. A decrease in 

mean transmission error over generations indicates an increase in language learnability 

over time, and an increase in structure score over generations reflects an increase in 

linguistic structure over time. The black line plotted in panels B and D shows the 95% 

confidence interval so that results above this line demonstrate that there is a nonrandom 

mapping between signals and meanings in the language. 
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Table 1: Summary of effects in Experiment 1.  

Experiment 1 

Experiment 1a 

(Homonyms allowed) 

Experiment 1b 

(Homonyms filtered out) 

Children Adults Children Adults 

Learnability 

increase 

Yes 

 

Yes 

 

No 

 

Yes 

 

Linguistic 

Structure 

increase 

Marginal 

 

Marginal 

 

No 

 

No 

 

 

Language Learnability 

Under both filtering methods (i.e., with or without filtering of homonyms), GENERATION 

NUMBER had a strong negative effect on transmission errors, with errors significantly 

decreasing as generations progressed (Exp 1a: β=-0.05, SE=0.01, t=-4.35, p<0.001; Exp 

1b: β=-0.02, SE=0.005, t=-5.01, p<0.001). That is, languages became easier to learn over 

time, with both child and adult participants making significantly fewer mistakes in later 

generations. There was also a significant effect of AGE GROUP, with children making more 

errors overall compared to adults (Exp 1a: β=0.18, SE=0.04, t=3.86, p=0.0013; Exp 1b: 

β=0.12, SE=0.03, t=3.56, p=0.003). Crucially, the interaction between AGE GROUP and 
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GENERATION NUMBER was not significant in Experiment 1a (β=0.007, SE=0.01, t=0.5, 

p=0.61), but was significant in Experiment 1b (β=0.02, SE=0.008, t=2.6, p=0.022). In other 

words, learnability improved at a similar pace for children and adults when homonyms 

were allowed (even though children were worse learners in general; Fig 2a). However, 

when homonyms were filtered out learnability improved only in adult chains (Fig 2c).  

Both children and adults created more learnable languages when underspecification 

was allowed (Experiment 1a), replicating previous findings (Kirby et al. 2008). This 

increase in learnability can be explained by the rapid decrease in the number of distinct 

words in the languages. Here, the number of unique words dropped to as few as only two 

or three words in some chains, resulting in very small lexicons. Learnability naturally 

increased as participants in later generations learned languages with fewer words and were 

less likely to make mistakes. Indeed, there was a strong correlation between the number of 

words in the language participants learned and the amount of errors they made, with larger 

lexicons being associated with more errors in both child (r=0.69, t(88)=9, p<0.001) and 

adult chains (r=0.66, t(38)=5.4, p<0.001). That is, children and adults made fewer mistakes 

as the number of unique words in the language dropped.  

When homonyms were filtered out and languages always contained the same 

number of unique words (Experiment 1b), adults still created more learnable languages 

over time (presumably thanks to the creation of some linguistic structure), while children 

did not. Even though children in this filtering method did not show an increase in 

learnability over generations (i.e., they did not make fewer mistakes over time), they did 

show evidence of learning. To demonstrate that children understood the task and were 

trying to reproduce their input, we manually analyzed children's errors in this experiment.  
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We evaluated the similarity between children’s errors and the labels they heard, and found 

that 47% of errors were label mismatch errors, where children used a previously heard 

label with the wrong object (i.e., using the label dikiso for one object even though it 

appeared with a different one during training). In these cases, children remembered the 

learned label in its exact form, but had difficulty associating it with the right object. 10% 

of errors were mispronunciation errors, where children produced labels that differed in 

only one syllable from the correct label (e.g., dikigu instead of dikiso). In these cases, 

children correctly remembered the mapping between labels and items, but had difficulty 

reproducing the exact form. An additional 32% of children’s errors were mixed labels 

errors that differed by only one syllable from some previously heard label, even if not the 

correct one (that is, a mix of mismatch and mispronunciation errors, or a blend of 

previously heard labels; e.g., using the label dikiso for one object when the label dikigu 

appeared with a different one during training). In total, 89% of children’s errors had a 

systematic relation to what they heard during training. Only 11% of errors were complete 

innovations, where children produced labels that bore no relation to their input. This 

analysis show that children in Experiment 1b were indeed engaged with the task in the 

expected way, and that they were both reproducing and changing their input in non-random 

ways (despite not showing a cumulative change over generations). 

Language Structure 

The effect of generation on structure emergence was different in the two filtering methods. 

When homonyms were allowed (Experiment 1a), linguistic structure marginally increased 

over generations in a linear fashion (β=5.3, SE=2.85, t=1.88, p=0.08), with participants in 

later generations creating marginally more structured languages. AGE GROUP had a 
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significant effect on performance in this experiment (β=-0.58, SE=0.2, t=-2.2, p=0.045), 

with adults creating significantly more linguistic structure compared to children. There was 

no significant interaction between AGE GROUP and GENERATION NUMBER, indicating that 

even though adults' languages were more structured overall, time affected structure 

similarly across age groups (Fig 2b). When we examined linguistic structure in individual 

languages, we found that systematic, non-random mappings between meanings and labels 

were accomplished by both children and adults multiple times when homonyms were 

allowed. 16 out of 90 child languages (18%) and 15 out of 40 adult languages (37%) were 

significantly structured (defined as languages with z-scores higher than 1.96). As in Kirby 

et al. (2008), both children and adults created languages with structured ambiguities where 

homonyms were systematically associated with differences in one of the semantic 

dimensions. For example, in one child chain the final language converged to three distinct 

words representing alien type, regardless of color and quantity: all aliens of type A were 

called "didi", all aliens of type B were called "balgu" and all aliens of type C were called 

"šuki" (Figure 3). Similar structure emerged in adults' chains. In a different child chain, 

systematic structure emerged in generation 8, and was transmitted flawlessly to the last two 

participants. This language converged to just two distinct words representing alien color, 

regardless of type and quantity: "ditaz" for all red aliens and "balšu" for all blue aliens 

(Figure 4).  
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Figure 3: A significantly structured child language in generation 10 in Experiment 1a 

 

Figure 4: A significantly structured child language in generations 8 to 10 in Experiment 

1a 

Yet when homonyms were filtered out (Experiment 1b), the effect of GENERATION NUMBER 

was not significant. That is, structure did not increase over time in this filtering method in 

either children or adults, unlike the findings of Kirby et al. (2008). Interestingly, the 

interaction between AGE GROUP and the quadratic term of GENERATION NUMBER was 

significant (β=5.7, SE=2.6, t=2.1, p=0.049), suggesting that there were different curves of 

change in structure for children and adults: while structure changed concavely in adult 

chains, it changed convexly in child chains (Fig 2d). However, neither group showed a 

significant increase in structure overall. As in Experiment 1a, AGE GROUP significantly 

 

 Alien C Alien B Alien A  

Single šuki balgu didi 
Red 

Plural šuki balgu didi 

Single šuki balgu didi 
Blue 

Plural šuki balgu didi 

 

 Alien C Alien B Alien A  

Single ditaz ditaz ditaz 
Red 

Plural ditaz ditaz ditaz 

Single balšu balšu balšu 
Blue 

Plural balšu balšu balšu 
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affected performance (β=-0.6, SE=0.2, t=-2.5, p=0.023) with adults displaying more 

structure than children.  

Even though there was no increase in linguistic structure over time when 

homonyms were filtered out, there were several cases of systematic languages: 12 out of 

50 adult languages were significantly structured (24%), but only 4 out of 50 child languages 

were significantly structured (8%). While these languages contained irregularities and were 

still partly ambiguous, it seems that morphology-like structure was beginning to emerge. 

For example, in one adult chain the final language contained a systematic suffix “ki” 

representing plurality, and a unique label “šumo” for blue items (Figure 5). Additionally, 

red items were almost always referred to using a distinct affix “bal”. Despite its ambiguity 

(due to coding only one semantic dimension), this language does exhibit compositionality. 

In child chains, the evidence for compositionality was rarer. In one child chain, there 

seemed to be 3 distinct words representing each alien type regardless of quantity: most 

aliens of type A were called "šugu", most aliens of type B were called "tazmo" and most 

aliens of type C were called "tazšu" (Figure 6). Aliens of type B were also marked for their 

color using a suffix “gu” for red items and a suffix “šu” for blue items. Similarly, aliens 

of type C may be marked for plurality (“mo” for single aliens and “gu” for multiple aliens).  

 

Figure 5: A significantly structured adult language in generation 10 in Experiment 1b 

 

  Alien C Alien B Alien A   

Sg  shu bal  taz bal  mo bal 
Red 

Pl ki mo bal ki mo di ki taz bal 

Sg  mo shu  mo shu  mo shu 
Blue 

Pl ki mo bal ki mo shu ki mo shu 
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Figure 6: A significantly structured child language in generation 8 in Experiment 1b 

Experiment 1: Discussion 

When homonyms were not filtered out and underspecification was possible (Experiment 

1a), children and adults behaved similarly: their languages became marginally more 

structured over time and significantly easier to learn as generations progressed, at a similar 

pace and using the same strategy of structured ambiguities. By reducing the number of 

distinct labels in the language to as little as two or three words, children and adults were 

able to create simple and systematic lexicons in which a small number of homonyms were 

consistently assigned according to some semantic dimension (e.g., alien type). 

Significantly structured languages (with non-random signal-to-meanings mapping) 

emerged in both child and adult chains on multiple occasions, but adults were more likely 

to create structured languages overall. Importantly, despite adults' overall superiority in 

this non-filtering method (making fewer mistakes and creating more structured languages 

overall), the effects of cultural transmission on the languages’ structure and learnability 

were similar in both age groups.  

However, when underspecification was prevented by imposing an artificial filter 

on the transmission of homonyms (Experiment 1b), children and adults differed in their 

performance. First, only adults’ languages became easier to learn as generations 

 

  Alien C Alien B Alien A   

Sg mo shu taz gu mo taz gu mo shu 
Red 

Pl gu shu taz  gu taz  gu shu 

Sg shu mo taz shu mo taz  gu shu 
Blue 

Pl gu shu taz shu mo taz  gu shu 
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progressed, while children showed no evidence for a decrease in errors over time (though 

their errors were systematic and did demonstrate that they were trying to reproduce their 

input). Second, adults outperformed children again by making fewer mistakes and creating 

more linguistic structure overall. Crucially, when homonyms were filtered out, linguistic 

structure did not increase over time in this filtering method for neither children nor adults, 

although there were rare occasions of significantly structured languages emerging in some 

chains. The results of Experiment 1b highlight adults’ better performance in this paradigm.  

Importantly, we cannot draw conclusions about child-adult differences from this 

experiment since our results did not replicate the Kirby et al. (2008) findings for adults: 

adults’ languages did not become more structured, and compositionality did not emerge. 

These results may reflect the greater difficulty participants had in learning the language in 

our study due to its’ shorter exposure period. While participants in Kirby et al. (2008) 

received six exposures to the input language during the learning phase, our participants 

received only a third of that exposure. It is possible that when languages were not allowed 

to simplify through a reduction in the number of words, they were too complex for both 

children and adults to learn properly within the allocated exposure time, so that child-adult 

differences may have been masked by the difficulty of the language.  

To address this, we ran a second set of studies (Experiments 2a and 2b) using the 

same paradigm, but with a simplified language that includes only two semantic dimensions: 

alien type and motion. In light of children’s documented difficulty with learning multiple 

features of novel items (Perry et al., 2015), we simplified the meaning space by reducing 

the number of features participants needed to attend to. We replaced aliens’ color and 

plurality features with motion, creating more salient and event-like scenes in which a given 
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alien would move on a screen in a certain way (e.g., bouncing, spiraling). We chose to 

simplify the language by reducing the number of semantic dimensions rather than by 

reducing the number of words since we wanted the language to be large enough to 

introduce a pressure for developing compositionality. If the number of labels was reduced 

even further, participants could possibly remember all labels without any need to introduce 

structure. We also gave children an additional exposure to each label when homonyms 

were filtered out (Experiment 2b) to compensate for their greater difficulty with artificial 

language learning. We did not increase child exposure when homonyms were allowed 

(Experiment 2a), since children showed increased learnability in this filtering method even 

with the more complex language used in Experiment 1a. In sum, Experiment 2 included 

two modifications that were meant to improve participants’ learning: a simplified meaning 

space, and additional exposure for children in the more difficult no-homonym filtering 

method (Experiment 2b).  

 Experiment 2 

This experiment was modeled on Experiment 1, and also included two filtering methods: 

one without filtering homonyms where underspecification is allowed (Experiment 2a), and 

one where homonyms are filtered out of the language (Experiment 2b). We used a meaning 

space with only two semantic dimensions to make the language easier to learn for both 

children and adults. In addition, children in Experiment 2b received an additional exposure 

to all items.  
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Participants 

Fifty children (age range: 7-12y, mean age: 9y, 29 boys and 21 girls) and 50 adults (age 

range: 20-31y, mean age 24y, 21 men and 29 women) took part in Experiment 2a, 

comprising a total of five distinct adult chains and five distinct child chains. Fifty children 

(age range: 7-12y, mean age: 9:2y, 24 boys and 26 girls) and 50 adults (age range: 20-31y, 

mean age 23.5y, 16 men and 34 women) took part in Experiment 2b, comprising a total of 

five distinct adult chains and five distinct child chains. All child participants were visitors 

at the Bloomfield Science Museum in Jerusalem and were recruited for this study as part 

of their visit in the Israeli Living Lab in exchange for a small reward. All adult participants 

were undergraduate students at the Hebrew University, recruited for this study for credit or 

a small payment. All participants were native and literate speakers of Hebrew. 

Materials 

We used three different types of alien figures that moved in different ways on the screen. 

Thus, items varied along two semantic dimensions: alien type (A, B or C) and motion type 

(bouncing, spiraling, diagonal or straight line). Stimuli included all possible combinations 

of these two semantic dimensions, resulting in 12 possible items (for a full list of the stimuli 

used in this experiment, see Appendix C). Figure 7 shows the meaning space structure used 

in this task, with an example on either side: 
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Figure 7: The two semantic dimensions of items in the task (alien type and motion), along 

with an example of two items varying along these dimensions: a bouncing alien of type A 

appears on the left, and an alien of type B moving in a straight line appears on the right. 
 

 

As in Experiment 1, at the beginning of each diffusion chain 12 words were randomly 

drawn from a closed set of 16 novel words and were randomly assigned as labels to all 12 

items to create the initial language on which the first participant was trained.  

Procedure 

Experiment 2a was identical to Experiment 1a. Experiment 2b was identical to Experiment 

1b, with one modification to the exposure phase: children (but not adults) received an 

additional exposure to all SEEN items. This was done by repeating the initial exposure 

phase (including active verbal reproduction), resulting in a total of three exposures to each 

word in the language.   

 

 

ALIEN 

TYPE 

MOTION 

 

A Bouncing 

B Spiraling 

C Diagonal 

 Straight Line 
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Experiment 2: Results 

Figure 8 shows the changes in learnability and structure in child and adult chains for both 

experiments7. Below we report the results for learnability and linguistic structure in detail. 

A summary of the effects can be found in Table 2.  

Language Learnability 

As in Experiment 1, GENERATION NUMBER had a strong negative effect on transmission 

error in both experiments, with errors significantly decreasing over generations (Exp 2a: 

β=-0.04, SE=0.01, t=-4.1, p=0.0012; Exp 2b: β=-0.03, SE=0.006, t=-4.8, p<0.001).  

Crucially, and as we found in Experiment 1, the interaction between age group and 

generation number was not significant when homonyms were allowed (Exp 2a: β=0.013, 

SE=0.01, t=0.9, p=0.37), but was significant when they were filtered out (Exp 2b: β=0.026, 

SE=0.009, t=2.7, p=0.016). That is, learnability improved at a similar pace across age 

groups when languages were allowed to deteriorate (Experiment 2a; Fig. 8a), but seemed 

to improve only in the adult chains when underspecification was prevented (Experiment 

2b; Fig. 8c). We also found that age group affected performance in both experiments, with 

children making significantly more errors than adults (Exp 2a: β=0.26, SE=0.08, t=3.2, 

p=0.007; Exp 2b: β=0.2, SE=0.03, t=5.09, p<0.001).  

 

                                                           
7 The y-axes in Figure 8b and 8d have a different range from that of the equivalent plots in Figure 2 because 

structure scores were higher in Experiments 2a and 2b. We did not match the y-axes across the two Figures 

because doing so made it harder to see the differences between children and adults in Figure 2.   
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Figure 8: Changes in learnability and linguistic structure over the course of ten 

generations in Experiment 2. Thin lines represent the raw data from child chains (in blue) 

and adult chains (in red). Thick lines represent the reported models’ estimates by age 

group, and their shadings represent the reported models’ standard errors. The black line 

plotted in panels B and D shows the 95% confidence interval so that results above this 

line demonstrate that there is a nonrandom mapping between signals and meanings in the 

language. 
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Table 2: Summary of the effects in Experiment 2.  

Experiment 2 

Experiment 2a 

(Homonyms allowed) 

Experiment 2b 

(Homonyms filtered out) 

Children Adults Children Adults 

Learnability 

increase 

Yes 

 

Yes 

 

No 

 

Yes 

 

Linguistic 

Structure 

increase 

Yes 

 

Yes 

 

No 

 

Yes 

 

 

Similar to Experiment 1a and to Kirby et al (2008), the languages of both children and 

adults in Experiment 2a were characterized by a rapid decrease in the number of unique 

words, with the number of words dropping to as few as only two words in certain chains. 

In Experiment 2a, the number of words in the language was strongly correlated with 

transmission error for both children (r=0.72, t(48)=7.2, p<0.001) and adults (r=0.56, 

t(48)=4.7, p<0.001), so that learning languages with fewer words elicited fewer mistakes. 

To ensure that children were engaged with the task in the expected way and that they were 

attempting to reproduce their input, we analyzed children’s errors in the harder scenario 

where homonyms were filtered out (Experiment 2b) in the same way we did for Experiment 

1b. Here, we found that 63% of the errors were label mismatches, 9% were 

mispronunciations errors, 24% were mixed labels, and only 4% of errors included complete 

innovations.. That is, learning was better in Experiment 2b (as predicted given the simpler 
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meaning space and the additional exposure), so that almost all of children’s errors were 

closely linked to their input. Even though learnability did not increase overall, this analysis 

shows that children’s errors were not random, but had a systematic relation to their input. 

Language Structure 

In Experiment 2a, we found a significant effect of GENERATION NUMBER, with structure 

increasing linearly over time for both age groups (β=6.4, SE=2.6, t=2.4, p=0.028; Fig, 8b), 

replicating the effect found in Kirby et al. (2008). The interaction between GENERATION 

NUMBER and AGE GROUP was not significant (linear term: β=-5.85, SE=3.6, t=-1.5, p=0.13; 

quadratic term: β=-1.6, SE=3.2, t=-0.5, p=0.62), though a visual inspection of the data 

(Figure 8d) suggests the effect was stronger in adults. Our modified paradigm led to a 

significant increase in structure that was not found in Experiment 1, and that is also 

reflected in the larger effect sizes for the effect of GENERATION NUMBER in this version 

(β=5.38 for Experiment 1a vs. β=6.49 for Experiment 2a). The effect of AGE GROUP was 

marginal (β=-1.16, SE=0.6, t=-1.85, p=0.08), with adults creating marginally more 

linguistic structure compared to children. That is, children seem to show a similar (albeit 

weak) increase in structure as adults when homonimity was allowed. Significantly 

structured languages (with consistent mappings between meanings and signals) were 

accomplished by more than half of the adult learners (54% of adult languages) and by 18% 

of children. While the evidence for children creating structure is not particularly strong, 

looking at these significantly structured languages confirmed that when structure was 

present, homonyms were not assigned at random, and that children were able to create 

languages with structured ambiguities along one semantic dimension (more commonly, 

Alien type) similar to the adults in this experiment.  
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A different pattern emerged when homonyms were filtered out (Experiment 2b): 

structure increased linearly over generations (β=9.5, SE=2.5, t=3.6, p<0.01), but this effect 

was qualified by a significant interaction between GENERATION NUMBER and AGE GROUP 

(linear term: β=-8.2, SE=3.6, t=-2.2, p=0.044; quadratic term: β=-6.1, SE=2.6, t=-2.3, 

p=0.038), suggesting that structure increased only in the adult chains, but not in the child 

chains (Fig. 8d). As in Experiment 2a, the effect of age group was marginal (β=-0.6, 

SE=0.3, t=-1.9, p=0.07), meaning adults showed marginally more structure compared to 

children overall. Together, these findings replicate the increase in structure found in Kirby 

et al. (2008) in adults, and document the lack of it in child learners. 

When homonyms were filtered out, 34% of adult languages were significantly 

structured, and we expected these languages to show compositional structure in which sub-

elements are systematically reused to encode different meanings. This was indeed the case, 

with one adult chain showing a “perfect” compositional system, which was fully expressive 

and encoded all dimensions of meaning (Figure 9). This language was also transmistted 

flawlessly from generations 8 to 10. In this case, each alien type has a unique affix (“gu” 

for Alien A, “di” for Alien B, “šu” for Alien C) and each motion type has a unique suffix 

(“šu” for bouncing, “di” for diagonal, “bal” for spiraling and zero marking for movement 

in a stright line). In addition, all words in the language share an internal systematic structure 

in which the second syllable is always “ki”. Interesingly, this language also presents clear 

combinaturial structure, in which the same syllable expresses alien type when it is in an 

initial position, but expresses motion type when it is in a final position (e.g., “šu”, “di”). 

Children created fewer structured langauges in this filtering method compared to adults 

(18%), and these were scattered across different generations, suggesting that even when 
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structure was introduced, it was often not well transmitted. Since we did not restict the 

production of homonyms during test (only the transmission of those homonyms to the next 

generation), many of the significantly-structured child languages still contained structured 

ambiguities. For exmaple, one child language in generation 3 (Figure 10 ) showed a unique 

affixe for alien type as found in Experiment 1a and 2a (“šu” for Alien A, “tazgu” for Alien 

B and “taz” for Alien C), and also contains a few partly-systematic suffixes for some 

motion types, seemingly grouping together bouncing and stright line motions (marked 

with“so” or “ki”) vs. diagonal and spiral motions (marked with “di” or “taz”). Traces of 

this structure persist in the following three generations of children, yet were not picked up 

by the next child, who dramatically regresses the language back to a random state.  

 

Figure 9: A significantly structured adult language in generations 8 to 10 in Experiment 

2b 

 

Figure 10: A significantly structured child language in generation 3 in Experiment 2b 

 

  Alien C Alien B Alien A 

Bouncing shu ki shu shu ki di shu ki gu 

Diagonal di ki shu di ki di di ki gu 

Straight line  ki shu  ki di  ki gu 

Spiral bal ki shu bal ki di bal ki gu 

 

  Alien C Alien B Alien A 

Bouncing taz so taz ki gu taz  mo shu 

Diagonal  taz taz so gu taz  di shu 

Straight line gu so taz taz gu taz  ki shu 

Spiral  taz taz di gu taz  di shu 
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Experiment 2: Discussion 

Simplifying the meaning space by reducing the number of semantic dimensions allowed 

us to replicate the findings of Kirby et al (2008) for adults, and to observe a somewhat 

different pattern for children. Both children and adults were capable of creating systematic 

languages when underspecification was possible (Experiment 2a), but only adults created 

compositional languages when this strategy was not available (Experiment 2b). These 

results are in line with the findings of Experiment 1, but include two major differences with 

respect to linguistic structure: (1) The increase in linguistic structure was significant when 

homonyms were allowed for both age groups; and (2) Adults, but not children, now showed 

the expected increase in structure when homonyms were filtered out.  

When languages were allowed to deteriorate (Experiment 2a), learnability and 

structure increased similarly in both populations (though the increase in structure may be 

weaker in children). Yet when underspecification was prevented (Experiment 2b), children 

and adults differed in their performance on both measures. Despite being given additional 

exposure in this filtering condition, children still showed no increase in learnability or in 

linguistic structure over time. This experiment now replicates Kirby et al. (2008) in 

showing the emergence of compositional structure with adult participants (see Figure 9 for 

an exmaple of a fully expressive compositional language), while highlighting the lack of 

such emerging compositionality in child languages. 
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General Discussion 

Over the past decade, many studies have used iterated language learning paradigms to 

explore how learning biases impact linguistic structure. This paradigm has generated 

exciting empirical findings supporting the feasibility of cultural transmission as an 

explanation for how linguistic structure came about. However, these studies have focused 

only on adult learners, and no study to date has examined similar trends with children. 

Given that children, and not adults, are the primary language learners in real-life 

transmission, this gap in the literature limits the generality of the findings obtained from 

the paradigm. Moreover, comparing child and adult performance can help evaluate the 

contrasting predictions regarding children’s ability to introduce linguistic structure 

compared to adults. To address these issues, we compared children and adults’ 

performance in an iterated language learning task, asking if children also show an increase 

in linguistic structure over time, and if they differ from adults’ in the effect of cultural 

transmission on the emerging languages. We conducted a series of four studies using a 

novel child-friendly paradigm, comparing the learnability and structure of the artificial 

languages created by children and adults in two experimental scenarios: when homonyms 

were allowed and when they were filtered out during transmission (similar to Kirby et al., 

2008). Taken together, our results reveal interesting differences between children and 

adults: while both children and adults were capable of introducing structured ambiguities, 

only adults showed evidence of introducing compositional structure.  

The first study examined performance on a language with three dimensions of 

meaning. We found that when homonyms were allowed (Experiment 1a), the languages of 

both children and adults became more learnable over time, and both groups showed a 
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marginal increase in structure. In the crucial experiment where homonyms were filtered 

out before transmission (Experiment 1b), only adults’ languages showed an increase in 

learnability, and neither group showed a significant increase in linguistic structure. While 

children and adults differed in their performance, it is hard to draw clear conclusions from 

this first study since adult learner did not show the expected increase in structure when 

homonyms were not allowed (Kirby et al., 2008). This may have been caused by the shorter 

exposure time in our study, making the languages too complex to learn. The second study 

explored this explanation by using a simplified language with only two dimensions of 

meaning, and giving children one additional exposure to the language. Adults now showed 

the expected pattern, with structure and learnability increasing in both filtering conditions. 

Children, in contrast, showed no increase in structure when homonyms were filtered out.  

These results replicate Kirby et al. (2008) with adults and suggest that children differ from 

adults in their ability to create compositional structure. 

These findings have implications for our understanding of the role of different 

learners in the process of cultural transmission and in the emergence of structure. For 

starters, they argue caution in generalizing from adult iterated learning studies to learners 

in general. Across experiments, children differed from adults in their ability to both learn 

the language and add structure to it. Regardless of the underlying source of this difference 

(which we discuss below), its existence highlights the difficulty of extending claims based 

on adult findings to child learners (i.e. adult biases may not reflect those of all learners), 

and underscores the difficulty of characterizing the process of cultural transmission using 

only adult learners. Naturally, cultural transmission does not involve only learning, but also 

production and transmission: each of which could have a different effect on the emergence 
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of structure depending on the agent who is producing/transmitting. While children may not 

be the prototypical transmitters (in the sense that their language is not readily adopted by 

adult speakers; e.g., Nettle, 1999; Kerswill & Williams, 2000), they are indeed the 

prototypical learners. Similarly, while adults are the typical transmitters of languages, they 

do not usually acquire the language they transmit as adults. This makes the performance of 

both children and adults relevant for evaluating the iterated learning paradigm and its 

outcomes, and stresses the need to seriously consider that cultural transmission may impact 

the emergence of structure differently in children and adults.  

The lack of compositional structure in our child chains could stem from several 

different sources. Children may have weaker biases for structure (Smith et al. 2017), an 

explanation consistent with their overall lower structure scores in our experiments. 

Children’s structural biases could also differ from those of adults, such that given the same 

data, they will make different structural innovations. For example, children may weigh 

word length more than adults (e.g., prefer shorter labels), show different preferences for 

what to mark as a prefix or suffix, have different preferences for sequential ordering of 

affixes, or differ in their reliance on morphology vs. syntax to convey novel structural 

relations. Our data cannot be used to evaluate such differences directly because the type of 

structure that could emerge was restricted to single words (so only morphological structure 

could emerge), and was further limited by various aspects of the experimental design (such 

as the use of a syllable bank which prevented novel sounds from being introduced, and the 

restriction that words could only be two or three syllables long). That is, using this 

paradigm and measures does not allow us to detect differences in the kind of biases used 

by children and adults, even though such differences may be present in real-life emergence 
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situations. The idea that learner age can impact the strength and kind of structural biases 

finds some support in computational simulations of language change using child and adult 

agents, where assuming age-related differences in learning affected the spread of 

innovations in a community (Ke, Gong & Wang, 2008) and the prevalence of complex 

inflectional morphology (Dale & Lupyan, 2012).     

An additional (and probably complementary) explantion is that the difference in the 

introduction of structure is related to how well children and adults learned the language.  

In all four experiments, adults significantly outperformed children in learning the artificial 

languages despite having the same (or less) exposure. The lack of compositional structure 

in child chains may be related to children’s inferior learning, and reflect a deep connection 

between learning and generalization. Put differently, children may have similar structural 

biases as adults, but may simply be worse at learning the original input, and hence limited 

in the structure they can add to it. This idea is compatible with the only other iterated 

learning study that compared children and adults on a non-lingustic task: Kempe et al. 

(2015) found that when children and adults had simialr learning curves (i.e., showing 

similar transmission accuracy), children were able to add structure to visual patterns (and 

even did so more than adults). This idea that learning the input is crucial for generalization 

is also compatible with findings from artificial language learning studies, where children 

generalize more when the distribution or the variability of exemplars is changed to enhance 

learning (Boyd & Goldberg, 2012; Wonnacott, Boyd, Thomson, & Goldberg, 2012; 

Wonnacott, Brown & Nation, 2017). Of particular relevance, Boyd & Goldberg (2012) 

showed that children do not generalize an abstract construction if they have not learned the 

relevant pattern in the original input. In their words: “A pattern must be implicitly 
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recognized in order to be generalized” (p. 476). Based on these findings we can predict 

that children’s difficulty in learning the artificial language may have affected their ability 

to regularize and introduce structure. 

This prediction can be directly examined by looking at the relation between 

learning and structure in our data. In most iterated-learning studies, languages are evaluated 

on the basis of two measures: how learnable they are (reflected by transmission error) and 

how structured they are (reflected by the correlation between meanings and labels). The 

relation between those two measures is typically not investigated, even though it can be 

highly informative for understanding how learning affects the accumulation of linguistic 

structure. If learning impacts the introduction of structure, there should be a significant 

relationship between the two measures: better learning (fewer mistakes) should be 

associated with more structure8. We tested this prediction in the data from all four 

experiments by using mixed effects regression models where the dependent variable was 

the structure score, and the fixed effects were TRANSMISSION ERROR (centered), AGE GROUP 

(children vs. adults, dummy coded with adults as the reference level) and the interaction 

between them (see full models in Appendix A). We also included random intercepts and 

random slopes for the effect of TRANSMISSION ERROR with respect to different generations. 

The results are striking and consistent: transmission error was a significant predictor of 

linguistic structure in all four experiments (Exp 1a: β=-2.3, SE=0.86, =-2.6, p=0.009; Exp 

1b: β=-2.4, SE=1.1, t=-2.18, p=0.03; Exp 2a: β=-3.68, SE=0.89, t=-4.13, p<0.001; Exp 2b: 

β=-5.74, SE=1.1, t=-5.1, p<0.001). Importantly, the interaction between transmission error 

                                                           
8 This should be true as long as learning is not perfect: if the input is reproduced in full, then no structure is 

added.  
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and age group was not significant in any experiment, suggesting that children and adults 

showed the same pattern.  

These results indicate that participants who showed better learning of the input 

language also created more linguistic structure during the test. They also highlight an 

important parallel between children and adults: both showed the same relationship between 

how well they learned and how much linguistic structure they created. These analyses 

support the link between learning and structure creation and suggest that children’s lack of 

structure was related to their inferior learning. That is, participants who did not show 

sufficient learning were less likely to introduce novel structure. This link is maintained in 

a one-generation paradigm. In a series of studies, Johnson, Siegelman & Arnon (in 

preparation) exposed adult participants to a semi-structured language with the same 

meaning space used in Experiment 1 (three dimensions: color, shape, plurality) where each 

object was assigned a label with three syllables, so that each of the syllables 

probabilistically predicted a semantic dimension (e.g., the syllable ‘ka’ was predictive of 

red, but only 84% of the time). Importantly, learning was assessed separately for SEEN 

and UNSEEN items (N=24 for each), providing an independent measure for learning and 

structure. In line with our prediction, there was a high correlation between accuracy on 

seen items and the amount of added structure for unseen items. Taken together, the results 

point to the importance of examining the relationship measures of learning and structure in 

iterated learning paradigms and predict that similar patterns can be found in existing 

iterated learning data, and in other artificial language learning settings. As long as 

participants do not reproduce the language as is, those who show better learning should 

also introduce more structure. 
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Importantly, this study is only a first step in examining child performance using 

linguistic iterated learning, and as such, has several limitations. The most obvious one has 

to do with how well children learned: even though our error analyses showed that children 

were engaged in the task and attempted to reproduce their input, there was considerable 

variation in how well they learned. While some children were able to faithfully reproduce 

the language, others displayed relatively poor learning even when languages were 

structured. As we suggest above, the lack of compositional structure may stem from 

children’s overall difficulty in learning the artificial language given the short exposure. We 

are currently testing this prediction by increasing children’s exposure and by introducing 

real communication between pairs of participants in the child chains, which leads to 

compositionality in adults, Kirby et al. (2015). An additional issue has to do with the ages 

we looked at. Since literacy is required in our child-friendly paradigm, it is still not suitable 

for testing younger children, which limits the generality of our conclusions. It is possible 

that younger children (under six) will show similar structural biases to adults, and differ 

from the older children tested in our studies. This possibility is unlikely given younger 

children’s greater difficulty with artificial language learning (Ferman & Karni, 2010), but 

can be tested by modifying the existing paradigm to allow for verbal rather than written 

production. Finally, the structure scores in our studies were somewhat lower than what was 

found in Kirby et al. (2008). The most structured language in Kirby et al. (2008) had a z-

score of 13 while the most structured language in our study (Fig. 9) had a structure score 

of 6.88. Lower structure scores were also found in Beckner et al. (2017), where most 

structured languages had z-scores between 3 and 6. Importantly, the lower scores in our 

study were mainly driven by the smaller lexicon we used, which inherently leads to lower 
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possible structure scores given that z-scores are dependent on the number of observations. 

Interestingly, this difference in structure scores may also be related to the L1 of the 

participants in our sample: all previous iterated learning studies have been conducted with 

English learners, while our studies were done with L1 speakers of Hebrew, a language with 

non-concatenative morphology. Because the use of a syllable bank prevented Hebrew 

speakers from using non-concatenative morphology (since sounds within syllables cannot 

be changed), it may better fit English speakers’ existing morphological biases. We are 

currently investigating this possibility by using the exact same language with English 

speakers to see if they will generate languages with higher structure scores. Such a finding 

would strengthen the concern that existing linguistic knowledge impacts the emergence of 

lingustic structure in iterated leanring paradigms. Further research is needed to investigate 

the effect of prior linguistic knowledge on lingustic outcomes in iterated language learning 

studies. 

The current findings also have implications for the debate on the relative role of 

children and adults in the emergence of linguistic structure. One the one hand, children 

regularize more than adults in some artificial language learning studies (e.g., Hudson Kam 

& Newport, 2005, 2009), and were shown to have a special role in creating core linguistic 

properties in the emerging Nicaraguan sign language (Senghas & Coppola, 2001; Senghas, 

Kita & Özyürek, 2004). On the other hand, children seem to generalize less than adults in 

other artificial language learning studies (e.g., Boyd & Goldberg, 2012), and data from 

creole languages suggests that they play a smaller role in the process of creolization (e.g., 

Arends & Bruyn, 1995). In the current study, children played a smaller role than adults in 

creating structure as well. These seemingly contradictory predictions and findings may be 
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reconciled by (a) differentiating between different types of linguistic structures, and (b) 

distinguishing between introducing structure and reducing variation. The emerging sign 

langauge and creole literatures have typically focused on different aspects of grammar. The 

emerging Nicaraguan Sign Language literature tends to look at children’s role in the 

emergence of grammatical properties such as linear sequencing, segmentation and spatial 

modulations, which involve re-ordering or breaking up existing linguistic elements. The 

creole literature, on the other hand, has mainly focused on children’s role in the 

development of comparative and recursive structures such as embedded clauses, which 

require the introduction of novel linguistic elements such as complemnetizers. Given this 

difference, talking about children’s role in the emergence of language structure as a whole 

may obscure differences between different aspects of language: children and adults may 

play different roles in the emergence of different grammatical properties.  

In particular, child learners may play a larger role in systematizing the language, 

but a smaller role in introducing novel regularities. The experimental literature on child 

and adult regularization patterns provides some support for this idea. Interestingly, children 

seem to regularize more than adults only in the sense of eliminating variation, but not in 

the sense of introducing predictable or novel conditioning: when faced with unpredictable 

variation in artificial languages, children tend to systematise the language by over-

producing one form, while eliminating the other (Hudson Kam & Newport, 2005, 2009; 

Schwab, Lew-Williams & Goldberg, 2018). Adults, on the other hand, tend to preserve the 

variation and regularize it by making the different forms lexically or semantically 

conditioned (Samara et al., 2017). In our paradigm, children showed a similar tendency to 

introduce systematicity by eliminating variation and over-using one form in a semantically 
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conditioned way.  When homonyms were allowed, children took one label for a given item, 

and used it for other items that shared some semantic dimension with the original item, 

eliminating all other labels. While children were capable of introducing such systematic 

conditioning into the language, they did not “regularize” it in the same way adults did when 

homonyms were filtered out (i.e., by introducing novel compositional structure). That is, it 

seems like “adults regularise, while children systematise” (Hudon-Kam & Newport, 2009; 

p. 31). This does not mean that children do not play a unique role in introducing linguistic 

structure, but rather suggests that the scope of that role depends on the linguistic properties 

in question.  

Conclusions 

We conducted two experiments to test the effect of cultural transmission on the emergence 

of linguistic structure in children and adults. To date, no study has examined the emergence 

of linguistic structure in child learners, though children’s performance is crucial for 

validating previous findings and evaluating contrasting predictions on their role in the 

emergence of structure. We used a modified linguistic iterated learning paradigm with two 

filtering methods similar to Kirby et al. (2008) to ask whether children, like adults, will 

also show an increase in linguistic structure and language learnability over time. We found 

that children differed from adults in their ability to introduce structure to the language: 

while children were able to create systematic, underspecified languages with structured 

ambiguities similar to those created by adults when homonyms were allowed, they did not 

develop compositionality over time when homonyms were filtered out of the language. 

Importantly, children showed worse learning than adults in all our experiments. Our 

findings are the first to document differences in the effect of cultural transmission on 
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children and adults’ artificial languages. These differences could reflect meaningful 

variation in learning biases, and may point to a deeper link between learning and 

generalization. Children’s more limited learning capacities may have hindered their ability 

to generalize and introduce compositional structure, highlighting the importance of 

learning in generalization. This prediction is supported by the relation we find between 

transmission error and structure scores: participants who learned better also introduced 

more linguistic structure. This study is a first and much needed step in addressing the 

paucity of data on child learners in iterated language learning studies, and highlights the 

need to conduct additional studies comparing child and adult learners using child-friendly 

tasks.  
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